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Text-Matching Recommenders 

•  



Text-Matching Recommenders 

•  



OOD Generalization for Text-Matching 
Recommenders 
•  



Motivating Examples

•  

Query NGAME-M1 Top Predicted Label Appropriate Label (from Base 
Model Prediction)

Soleus Air Oscillating Reflective 
Heater

3M Scotchlite Reflective Tape, 
Silver, 1-Inch by 36-Inch

Roadpro 12V Heater and Fan with 
Swing-out Handle

Rowe USA Spoke Wrench - Bagged 
09-0001

Rowenta ZD100 Non-Toxic 
Soleplate Cleaner Kit

Wrench Set, Open End Metric 
4mm-6mm - SCR-913.00



Bing Shopping Example

• Searching for a query like “asics belt” overfits on brand to give 
irrelevant products as predictions 

• Asics shoes get ranked higher than the belts 



Related Work 

•  



Outline

• Empirical Setup and Analysis of NGAME-M1

• Causal Formulation of the Relevance Function

• Possible Solutions : Intervention and Output-based Regularizers

• Experiments 

• Open questions



NGAME Analysis

•  



Base Model vs Finetuned Model Analysis 

• Model definitions : 
• BASE Model : MS-MARCO-DistillBERT-v3
• Finetuned Model : NGAME-M1 finetuned on Amzn131K using Triplet Loss for 1000 epochs 

• Consider token wise importance for the examples discussed before



Base Model vs Finetuned Model Analysis 

• We also look at their performance on a constructed benchmark

• We use categorical information on Amzn131K to remove certain 
category of products 

• The removed Queries and Labels serve as OOD test set 

• While Finetuned model does well on ID setting, Base model is better 
on OOD, even though Finetuned model was trained on top of Base 
model

Method In-Domain Out-of-Distribution 

Base Model 20.01 30.61

Finetuned Model 38.74 28.31



Finetuning overfits to training distribution 
such that some tokens are disproportionally 
weighted in the representaton.
Model similarity reduces to token-matching. 



Explaining results through a causal 
formulation of the relevance function 
•  

Solid arrow means causation, Dotted arrows 
mean correlation .



Solution 1: Output Regularization (OutReg) 

•  



Solution 2: Interventional Regularizer (ITVReg) 

•  



Motivating examples with ITVReg  

• For the examples presented before, we compare token importance 
scores to base and finetuned model below 



Empirical evaluation: Does ITVReg lead to 
better OOD generalization?
•  



Empirical Setup – Categorical Shift
• Construct an OOD setup on top of Amazon131K

• Filter all labels not having categorical information : 99K remaining after filter
• Selected 5 categories to remove. 13K labels belong to these, 86K remaining 

• Automobiles, Kitchen and Dining, Health and Personal Care, Electronics, Tools and Home Improvement

• Train on the 86K labels and their corresponding train queries 
• Test in-domain uses the test queries of 86K in-domain labels  and 99K labels
• Test OOD uses the test queries of 13K OOD labels and 99K labels

• While OutReg has the best performance on OOD ITVReg improves performance on OOD 
without compromising ID numbers. ITVReg might serve as a better compromise.

Finetuning Method In-Domain Test Out-of-Distribution Test

Base 20.01 30.61

Finetuned 38.74 28.31

MaskReg 37.92 29.09

SimCSE 38.05 28.52

OutReg 37.66 31.21

ITVReg 38.77 29.53



Experimental Setup – Temporal Shift

• We train the model on Amzn131K collected in 2013 

• Setting 1 : Evaluate on Amzn1.3M dataset collected in 2014
• Since 1.3M is a different task, P(Q|L) might also be shifting but assumed to be 

constant 



Experimental Setup – Simulating temporal 
evolution
• Start with 131K test set and progressively add 

items from 1.3M (and their corresponding 
queries) to test set

• Generally these models are retrained 
periodically to account for distribution shifts 
(addition of labels and queries in this case)

• This plot shows how these models will do 
without retraining if they were deployed with 
x axis being temporal dimension

• Y-axis is difference between performance of 
difference methods with Finetuned

• ITVReg is always better than finetuned 
• OutReg hurts performance in ID setting (left 

extreme) but is better than ITVReg in OOD 
(right extreme)



Qualitative Predictions

Query: Rowe USA Spoke Wrench – 
Bagged 09-0001 



Results on sentence matching benchmarks 

• Thakur et al. Proposed OOD datasets for sentence matching. 
• Sentence similarity tasks
• Question Recommendations specifically e.g. Quora Question Pairs 

• Datasets with different losses : MSE loss, Contrastive loss, Triplet loss

• Mixed results observed: 
• OutReg is good for OOD if base model is good on OOD
• ITVReg helps in ID setting by acting as a regulariser (avoiding too high weights)
• ITVReg better than MaskReg in OOD if base model is good on OOD

• But OutReg is better than ITVReg in these cases

• MaskReg gets better numbers than ITVReg if base model is bad



Future Work – Limitations 

• A major assumption is that ‘importance scores’ is a sufficient statistic 
to regularise with, which may not be true

• We still rely on the base model. Ideal OOD methods should be able to 
capture stable signals from dataset itself 

• Usually people take data from different environments (i.e. having different 
correlations, but same causal features) to learn these stable features. 

• Improvement in P@1 are marginal for Amzn131K and mixed results 
observed for other sentence similarity datasets 



Future Work –semi-synthetic dataset for 
developing a causal method
• Major issue faced was analysing Amazon is hard 

• Defining valid predictions in case of OOD queries is hard 
• For queries like “Nike Running Shoes” is recommending “Nike watch” bad?

• Ideally would like to have a controllable setup
• Generally in vision people bias an input feature (like background of image) 

with the output label 
• E.g. you want to a classifier which classifies bird pictures as LandBirds or WaterBirds. 

WaterBirds generally have a blue background which is hence correlated with label 
and captured by label. Breaking this correlation in test set serves as OOD test 

• Took the EURLex dataset and constructed a synthetic dataset
• Majority of queries had date in them. We modified the dates of the queries 

corresponding to a selected label to have a particular month more often (90%) than 
other months 

• Changing month distribution during test time creates OOD test set



Future Work - 

• Combination of ID and OOD models 
• People generally are fine exploiting spurious features for getting extra ID P@1 
• We would like to develop methods which can on demand (or during 

inference) switch from exploiting spurious to using only causal 

• Propensity scoring methods have been shown to work well previously
• Propensity weighing (i.e., weighing terms by their propensity while computing 

loss) doesn’t work well with deep models i.e., doesn’t give unbiased models 
• Propensity based Data Loading (i.e., sampling while drawing indices) though 

does lead to unbiased models
• Still exploring why weighing doesn’t work and if that can lead to some insights


